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Background

GENERATION TRANSMISSION DISTRIBUTION

TER &3 reseancn

- Critical infrastructure
- Complex dynamic system

- Wide-area monitoring, protection and control

Research Problem

Real-time power system line outage detection and localization
using sensor data.
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Why do we need to do it? Infrastructure resilience.

Why Line Outage detection and localization?

2011 2003
N Southwest & Northeast
Blackout - Blackout

2.7 million customers affected 44 million customers affected

Critical Reason

Systems operators were unaware of the loss of key transmission
lines.
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Why can we do it? Enabling technology.

Phasor Measurement Unit (PMU): sensor installed on a bus’.

1. GPS time-synchronized
2. High sampling rate (30 samples/sec)
3. Measures total current and voltage on a bus

TBusbar, a station in the power system where electrical lines are connected to.
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Given the to improve operators’ real-time situational
awareness and the of PMU technology:

Develop a scheme that can detect and locate power system line
outage in real time.

Detection: When a line is tripped, we want to detect it as fast as
possible.

Localization: When detected, we want to locate the tripped line
accurately.
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Framework of line outage detection

1. We know: normal topology (Y) and line parameters (g, b).
2. Sensor measures: Bus voltage phasor (|V],0).
3. Output: detection alarm & tripped line number.

Like a doctor tries to detect a disease early.

Event
Power
System
Generate / % D_etect "
Diagnose

Sensor |:: Detection
Data Scheme
Used by

\Abnormal
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Challenges

1. Economic constraint: Not every bus has a PMU.

Outages are not directly observable.

- From limited information to localization is very hard.
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Challenges

2. Physical modeling: How to model a dynamic non-linear system?

- Low signal-to-noise ratio: seek direction from physical model.

July 29, 2019

Transients: non-negligible system dynamics are present.
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State of the art

- Many do not allow limited PMUs nor support localization.
- Very few consider system transients.

Allow limited Consider Support Support other

PMUs transients  localization events
Xie2014 Vv X X Vv
Rafferty2016 X X \/ \/
Hosur2019 X X X vV
Ardakanian2017, 19 X X v vV
Jamei2016, 17 Vv Vv X v/
Chen2014, 16 Vv X v X
Rovatsos2017 \/ \/2 \/ X
Our method Vv Vv v/ X

’Not a systematic approach.
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How to detect line outage?

Power grid has N buses connected by L transmission lines.

- p;i: net real power at bus i.
- 0;: voltage phase angle at bus i.

Physical Model (to provide direction)
Based on full alternate-current (AC) power flow model, we obtain:

A6 = J(6)Ap
Statistical Model (to provide speed)
After a line outage at /¢, the distribution of A& changes:
N (0,J(8)0)(8)5) — N (0,)(6)¢x)();)
detected by a change detection scheme.
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Numerical Results




Simulation setup: outage of IEEE 39 bus system

- Duration: 10 seconds (300 samples)
- Qutage time: 3rd second (90th sample)
- Detection threshold C = 18.43 with ARLy = 24 hours and N = 39.
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Detection - full PMU deployment

Comparison for four line outages with weak signals.
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Detection - full PMU deployment
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Dynamic scheme: Zero detection delay
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Localization - full PMU deployment

Identify tripped line by argzi‘?aXLW‘[k]'
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tection - limited PMU deployment, 15 PMUs

Randomly placed on 39 bus system: Detection delays (< 10 samples)
are observed for outages at line 2, 6, 15 and 26.
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PMU network

A typical PMU network in power grid.

Super Data

Concentrator

O_ Data |:| D_ Data IV_—|

Concentrator Concentrator

Applications

[ ]
|PMU| |PMU| |PMU| PMU

Q Q Q Q cj O3 e storage

PMUs located in substations
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State of the art

Data-driven: No power system-specific modeling

- Xie et al.(2014): PCA + Monitor approximation error
- Rafferty et al.(2016): SW-PCA3 + Monitor T? and Q statistics
- Hosur & Duan (2019): LTI system identification + Monitor
approximation error
Hybrid: Power system model is considered
1. Ardakanian et al.(2017, 2019): Ohm'’s Law + Recover admittance
matrix (Y) by lasso
2. Jamei et al.(2016, 2017): Ohm’s Law + Monitor approximation error
3. Chen et al.(2014, 2016): DC power flow model + GLR procedure

4. Rovatsos et al.(2017): Governor power flow model + GLR procedure

3SW-PCA: Sliding window PCA, LTI: Linear time-invariant, DC: Direct current, GLR:
Generalized likelihood ratio.

July 29, 2019



Admittance and A matrix

Bus incidence matrix (A) and admittance matrix (Y) are related by
Y = AyAT where y is the vector with line admittance, e.g.:

The admittance matrix encodes both the sparse connection and line
parameters* information of the system.

11111 L1111
Bus

% 0 2 20 15 10 5

BRI

0 a5 40 45
e

“Scaled between -1and 1.
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Full AC power flow equation

Power flows in a power grid can be summarized in the following two

equations:
N
pi = D IVillVil[gik cos(8; — Ok) + birsin(6; — 6r)],
k=1
N
G = Y_IVillVel [Giksin(8; — 6) — bir cos(6; — Br)] ,
k=1
where i =1,..., N represents the bus number. Symbols: real power

(p), reactive power (g), voltage magnitude (|V|) and voltage phase
angle (0), gi, and bj, are the conductance and susceptance of the
line connecting bus i and k, yjr = gjr + jbik.

July 29, 2019



Real power equation

Using Yir = gir + jbik = Yir cos(aig):

N
Vil > [Vilyi cos(6; — Ok — avie),

pi =
k=1
N
= |V,| Z {|Vk|yik COS Qjp COS(Q,’ = 0,?) + |er|yil? sin ajp sin(@; = 9;?)} :
k=1
N N
= |V,| cos 0; Z ‘ka/ih’ cos 0, cos aijp + |V,| sin 0; Z ‘er|yil? sin 0 cos aijp
k=1 k=1
N N
+ ‘V,‘ sin 9,‘ Z ‘Vkly[k cos O sin Qjp — |V,| cos 0; Z ‘\/Mym sin O sin ik,
k=1 k=1
where i=1,...,N.
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Real power equation

Let V = |V| to simplify the terms. Define the following:

X1 =[Vicosb,...,Vycos8,], X, = [Visin6y, ..., V,sin6,]", and
yncosar ... Y1n COS v
YT — )
11 COSQlp1 ... Ynn COSQipp
ymSin a1 ... Y1n sin aip
msSinapy ... YnpSinapg

where yj;; and aj corresponds to the ijth component of the network
admittance matrix, o is the Hadamard product. Using the defined
terms, write the real power equation in matrix form:

p=Xj0 (Yij) + X0 (Y‘\Xz) + X0 (YzX])X1 [} (Y2X2).
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Small signal model

Take derivative w.rt t on both sides of the previous equation to get:

op 00X, 00 T 00X, 00
T Mg T T e NGe gt
0Xy 00 - 0x, 00
Yoo 5a g T 1 o) G G
0x; 00 T 0x; 00
Yo g T o V)ge et
8X1 00 T 8X2 00
—Yoee e~ eV me o
where 1is a column vector of 1s. Rearrange to get
op 00
== = J(0)=, 1
ot I )8t’ M
where the Jacobian matrix is
0%,
1(0) = [dlag(Yﬁﬁ) +X11 oY — dlag(Y2X2) —|—X21 o YQ] 90
6X2

+ [diag(Y1X2) +X21T oY+ diag(Y2X1) = X11T o Yz} %
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Detection scheme: Generalized likelihood ratio procedure

Task: Detect the distribution change as fast as possible using
streaming data {A8[R]}r>1.

Monitor: Monitoring statistics for each possible line outage
(=1,...,L

W¢[R] = max {O, W[k — 1]+ In m} '

Decide: Stop when their maximum crosses the threshold:

Tmax — |nf{l? >1: emaXLWe[k] > C} .

C can be approximated by log(ARLy x N)° to satisfy certain false
alarm rate constraint.
>ARLg: Number of samples before a false alarm is triggered.
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GLR procedure

The log-likelihood ratio can be computed by:

Fo(ABIR]) 1

In Fo(BOF]) ~ 2 (In(IZol|Ze|7") + AB[R] "X ' A6[K] — AB[R] "X, ' ABK]]

where Xo = 0?(Jg Jo) ' and X, = a?(J; J,) .

Projection through eigen-decompostion: (Jg Jo) ™' & quLqO”GqOT, by
keeping the largest g eigenvalues and eigenvectors.

Drop the superscript g. Let X, = Gy A@ and X, = G, A@. Then:

F(X [I?]) _ 1 -1 Te—1 Teo—]
L [Fj(xi[,?])}— 3 (1ol [ ~") + X[kl X5 Xo[k] — Xe[A]TE; Xel K]

= 3[In|Le| = In|Lo| 4+ 25 (Xo[R] T LoXo[R] — Xc[R] T LeXc[R])] -
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Dimensionality reduction

Cumulative variance can be explained by a few PCs for both IEEE test
systems viaJT) = GLG'.

For 39 bus system, 9 PCs are retained.

ined (%)

ce Explained (%)

4 5 6 7 8 15 20
Number of PCs Number of PCs

|[EEE 9 Bus System IEEE 39 Bus System
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Effect of dimensionality reduction: 39 bus system

Line 2, Line 14 and Line 34
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Detection - 39 bus system, strong signals

Comparison for two line outages with strong signals.
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signals

Line 3 Line 20
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Static scheme: 50 samples and 11 samples of detection delay.
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Detection - full PMU deployment

Comparison for four line outages with weak signals.
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ectio [ PMU deployment

Static scheme: Missed detection
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Detection - full PMU deployment

Dynamic scheme: Zero detection delay
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Detection - limited PMU deployment, 15 PMUs

Randomly placed on 39 bus system: Detection delays (< 10 samples)
are observed for outages at line 5, 14, 17 and 24.
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Detection - limited PMU deployment, 15 PMUs

Randomly placed on 39 bus system: Detection delays (< 10 samples)
are observed for outages at line 8, 9, 10 and 18.
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Comparison - Placement 1: first 15, Placement 2: random

Outage at line 2 and line 24:

July 29, 2019

Monitoring Statistics

Monitoring Statistics

o

=)

o

5

=)

Placement 1

—— D_max Statistics
— UuCL

0 50 100 150 200 250 300
Sample Index (k)
Placement 1
—— D_max Statistics
— ucL
0 50 100 150 200 250 300

Sample Index (k)

200

150

100

50

300

200

100

0

Placement 2

{—

0 50 100 150 200 250 300
Sample Index (k)

Placement 2

c—]

0 50 100 150 200 250 300
Sample Index (k)



References i

July 29, 2019



	Numerical Results
	Appendix

